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In this paper, an interconnected power system is proposed for Automatic Generation Control (AGC) in 
restructured power environment. The customized AGC scheme is projected in deregulated environment 
for multi-source combination of hydro, reheat thermal and gas generating units in entire area. 
Proportional integral derivative controller is offered for AGC scheme and the gains are optimised 
through soft computing techniques such as Hybrid Chaotic Particle Swarm Optimization (HCPSO) 
algorithm, Real Coded Genetic Algorithm (RCGA) and also with Artificial Neural Network (ANN).  The 
PSO chosen here carves out the AGC problem through the addition of adaptive inertia weight factor and 
adaptive constriction factors. The intense trend in deregulated system leads to the aggressiveness in 
frequency and tie line power deviations. It is observed that the chaos mapping of PSO enhance the rate 
of convergence using logistics map sequence. The proposed algorithms are tested on three area power 
system for different electricity contracted scenarios under various operating conditions with 
Generation Rate Constraint (GRC). Analysis reveals that proposed HCPSO improves significantly the 
dynamical performances of system such as settling time and overshoot. The comparative results show 
the robust performance of HCPSO against parametric uncertainties for a wide range of load demands 
and disturbances. 
 
Key words: Automatic generation control (AGC), hybrid chaotic particle swarm optimisation (HCPSO), 
proportional integral derivative (PID), restructured power system. 

 
 
INTRODUCTION 
 
In restructured situation, Automatic generation control 
(AGC) is one of the essential subsidiary services to be 
maintained for diminishing frequency deviations 
(Abraham et al., 2011; Tan, 2011; Shayeghi, 2008). The 
requirement for improving the efficiency of power 
production and delivery with intense participation of 
independent power producers stimulates restructuring of 
the  power  sector.  The  demand  being  fluctuating   and 

increasing one, it is necessary to maintain the same 
constraint with the combination of various sources of 
generation and hence an attempt on research is made on 
the three area power system with various combinations of 
hydro, thermal and gas generation. Many researchers 
have been made their contribution in analyzing the 
restructured system (Ibrabeem and Kothari, 2005; 
Bevrani  et  al.,  2005;  Shayeghi  and  Shayanfar,   2005;
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Figure 1. Three area restructured power system. 

 
 
 
Menniti et al., 2004; Bevrani et al., 2004). Various control 
strategies have been opted for the better performance of 
the open market system (Demiroren and Zeynelgil, 2007; 
Shayeghi et al., 2006). The restructured three area power 
system is shown in Figure 1. Now-a-days the electric 
power industry has been transformed from Vertically 
Integrated Utilities (VIU) providing power at regulated 
rates to an industry that will incorporate competitive 
companies selling unbundled power at lower rates 
(Shayeghi et al., 2009). In the new power system 
structure, Load Frequency Control (LFC) acquires a 
fundamental role to enable power exchanges and to 
provide better conditions for electricity trading 
(Sedghisigarchi et al., 2002; Bevrani, 2002; Donde et al., 
2001). Since to maintain the area control error to be zero 
so as to assure the generation and demand to be same, 
LFC are required for the power system (Christie and 
Bose, 1996; Lim et al., 1996). To keep the dynamic 
response of the power system to be stable, a controller 
like HCPSO (Cheshta and Verma, 2011) is required so 
as to perform the LFC of system shown in Figure 1. 
Under open market system (deregulation) the power 
system structure changed in such a way that would allow 
the evolving of more specialized industries for Generation 
(GENCOs), Transmission (TRANSCOs) and Distribution 
(DISCOs) (Tan, 2010). The concept of Independent 
System Operator (ISO) is an unbiased coordinator who 
has to balance the consumer and power generators 
reliably and economically (Bhatt et al., 2010; Rakhshani 
and Sadeh, 2010; Tan, 2009).  

The AGC task is done through the error signal 
produced during generation and net interchange between 
the areas, that error is known as Area Control Error 
(ACE) (Liu et al., 2003). 
 

                                        (1) 

Where  be the frequency bias coefficient of the ith 

area,  be the frequency error of the ith 

area, be the tie line power flow error between ith 

area and jth area.  
The DISCO Participation Matrix (DPM) is proposed 

here to carry out the electricity contracts, the 
conventional control uses the integral of ACE as the 
control signal (Abraham et al., 2011; Tan, 2010, 2011; 
Shayeghi, 2008) and it has been found that the ACE 
which is used as a control signal results in reduction in 
frequency and tie line power error to zero in steady state 
(Tan, 2011). From the literature it is pointed out that very 
few of them concentrates on AGC problem in 
restructured environment. Since Proportional Integral 
Derivative (PID) holds the better results and hence, 
RCGA and HCPSO (Shayeghi et al., 2006), Artificial 
Neural Network (ANN) algorithm are introduced to 
independently determine optimal gain parameters of 
three area multi source AGC problem. In all PSO 
algorithms, inertial, cognitive and communal behaviour 
governs the movement of a particle. In HCPSO, an extra 
feature is introduced to ensure that the particle would 
have a predefined probability to maintain the diversity of 
the particles. The HCPSO algorithm converges to the 
best optimization results consistently and moderately 
rapid for all the test cases. The proposed work compares 
the performances for scenarios with ANN algorithm and 
RCGA-PID, while comparing the algorithms, the 
optimizing performance of HCPSO algorithm has been 
established to be the best for all the test cases with the 
controllers. 
 
 
SYSTEM ANALYZED 
 
The three area multi source generating system is considered here,  



 
 
 
 
in which each area has different combinations of GENCOs and 
DISCOs. Area 1 comprises of two DISCOs and three GENCOs with 
thermal reheat turbine, mechanical hydraulic turbine and gas 
turbine, Area 2 includes one DISCO and two GENCOs with hydro 
and thermal turbines and Area 3 consists of two GENCOs with 
thermal and Gas turbines combination with two DISCOs as shown 
in Figure 3. In this restructured environment, any GENCO in one 
area may supply DISCOs in the same area as well as DISCOs in 
other areas. In other words, for restructured system having several 
GENCOs and DISCOs, any DISCO may contract with any GENCO 
in another control area independently. This is termed as bilateral 
transaction. 

The transactions have to be carried out through an Independent 

System Operator (ISO). The main purpose of ISO is to control many 
ancillary services, one of which is AGC. In open access scenario, 
any DISCO has the freedom to purchase MW power at competitive 
price from different GENCOs, which may or may not have contract 
with the same area as the DISCO (Shayeghi et al., 2009). The 
contracts of GENCOs and DISCOs described by ‘DISCO 
participation matrix’ (DPM). In DPM, the number of rows is equal to 
the number of GENCOs and the number of columns is equal to the 
number of DISCOs in the system. Any entry of this matrix is a 

fraction of total load power contracted by a DISCO towards a 
GENCO. The sum of total entries in a column corresponds to one 
DISCO be equal to one. The DPM for the nth area power system is 
as follows: 
 

              (2)      

             

  

                   (3) 

 

Where,  

 

For i,j=1,2,....N, and ;  

;   

In the above, ni and mj are the number of GENCOs and DISCOs 
in area i and gpfij refer to ‘generation participation factor’ and shows 
the participation factor GENCOi in total load following the 
requirement of DISCOj based on the possible contract. The 
Equation (3) shows the Augmented Generation Participation Matrix 
(AGPM), which depicts the effective participation of DISCO with 
various GENCOs in all the areas with Generation Rate Constraint 
(GRC).   

The sum of all entries in each column of AGPM is unity. To 
demonstrate the effectiveness of the modeling strategy and 
proposed control design, a three control area power system is 
considered as a test system with GRC. As there are many 
GENCOs in each area, the ACE signal has to be distributed among 
them due to their ACE participation factor in the AGC task. The 
scheduled contracted power exchange is given by (Shayeghi et al., 
2009): 
 

= (Demand of DISCOs in area j from GENCOs in 

area i) - (Demand  of  DISCOs  in  area i  from  GENCOs  in  area j)  
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                              (4) 

 

Where, , , 

 
                               (5) 

 

,                                (6) 

 

 (7) 

 

                             (8) 

  

                             (9) 

 

 (10) 

 
Where k=1,2.....ni     
 

In a power system having steam plants, power generation can 
change only at a specified maximum rate. The structure for ith area 
in the presence of GRC is shown in Figure 2. A typical value of the 
GRC for thermal unit is 3%/min, that is, GRC for the thermal system 

be sMWuptPGt /..0005.0)(  .Two limiters, bounded 

by±0.0005 are employed within the AGC of the thermal and gas 
system to prevent the excessive control action. Likewise, for hydro 
plant GRC of 270%/min. for raising generation and 360%/min. for 
lowering generation has been deemed. 
 
 
HCPSO-PID controller strategy 

 
The Proportional-Integral-Derivative (PID) controller is intended for 
this multi area multi source generation system. Since this controller 
provides zero steady state deviation with good dynamic response of 
frequency and tie-line power in a multi area power system. The 
control vector is given by: 
 

         (11) 

 
Where Kpi, Kdi, Kii are the proportional, derivative and integral gains 
of PID controller.  

In PID controller, the tie line power deviation and frequency 
deviation are weighted together as a linear combination to a single 
variable called ACE, which is given as control signal to governor set 
point in each area. Here, ITAE is used as a performance criterion. 
To achieve a preeminent performance and to improve the dynamics 
of LFC in a deregulated power system, Hybrid Chaotic Particle 
Swarm Optimization Algorithm is used to optimize the gains of PID 
controller. The evaluation of proposed controller has been made by 
simulating the same structure using RCGA optimization (Demiroren 
and Zeynelgil, 2007) and ANN has been trained through Back 
Propagation Algorithm (Demiroren, 2001) for ACE and 
Differentiation of ACE. 
 
 
Hybrid chaotic particle swarm optimisation 

 
In conventional approach, it involves more  number  of  iterations  to  
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Figure 2. Control structure with GRC for ith area. 

 
 
 

 
 
Figure 3. Three area restructured control area. 
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Table 1. Fitness value (ITAE) comparison. 
 

Scenario 
 Fitness function 

HCPSO-PID RCGA-PID ANN 

1 4.5236 4.5099 4.8932 

2 8.3976 9.0656 9.8035 

3 8.111 9.4837 10.1235 

 
 
 
optimize the objective function and hence it is a time consumable 
one (Cheshta and Verma, 2011; Shayeghi and Shayanfar, 2006; 
Barjeev and Srivastava, 2003; Rerkpreedapong and Feliache, 
2002). To conquer this intricacy, Hybrid Chaotic Particle Swarm 
Optimization is proposed to optimise the gains of PID Controller. In 
general PSO depends on its parameter and after certain iterations, 
the parameter sets are approximately identical (Cheshta and 
Verma, 2011). To enhance the performance of particle swarm 
optimization algorithm the application of adaptive inertia weight 
factor and adaptive constriction factors is proposed. The extreme 

trend in deregulated power system leads to the aggressiveness in 
frequency and tie line power deviations. It is observed that the 
chaos mapping upgrade the rate of convergence using logistics 
map sequence and Chaotic based optimisation offers diversity in 
population. A chaotic sequence for inertia weight and constriction 
factor for optimization is as follows:  
 
 

Adaptive inertia weight factor (AIWF) 
 

The rate of inertia weight is set for the entire particles be similar for 
all iteration (Cheshta et al., 2011). Therefore difference among 
particles is omitted. This adaptive method declares that the better 
particle should have a tendency to utilize its neighbour particles. 
This strategy provides the huge selection pressure. The AIWF is 
obtained as (Cheshta et al., 2011): 
 

=         (12) 

 

Where   be inertia weight of i
th 

population at k
th 

iteration,  

be minimum inertia weight, 
 

 be fitness function of pbest 

solution at k
th 

iteration,  be fitness function of i
th 

population at k
th 

iteration and  be fitness function of gbest solution at k
th 

iteration. 
 
 
Adaptive constriction factors 
 
Constriction factor are extremely depend on fitness function of 
current iteration (that is) pbest and gbest solution and c1 and c2 
controls the utmost step size. This factor can be determined as:  
 

=                                           (13) 

 

=               (14) 

 

 The velocity up gradation of particle modified as: 
 

    (15) 

Where, be the velocity of the i
th
 population at k

th
 iteration,  be 

Chaotic sequence based on logistic map for i
th
 population at k

th
 

iteration,  be position of particle of i
th
 at k

th 

iteration.  

The position of each particle is updated using the velocity vector 
that is:  
 

                                                                 (16) 

 
 
Fitness-objective function  
 
The focal intention of this effort is to reduce the frequency deviation 
and tie line power flow deviations and these parameters are 
weighted together as ACE. The fitness function is taken along with 
an optional penalty factor to take care of transient responses; the 
fitness function is given by: 
  

ITAE=               (17) 

 
Where e(t) be error considered. 

The fitness function to be minimized is given by: 
 

    (18) 

 

Where, FD=α1OS+α2ST ; Where Overshoot (OS) and settling time 
(ST) for 2% band of frequency deviation in all three areas are 
considered for evaluation of the Frequency Discrimination (FD), by 
adjusting the values of α1 and α2 the frequency discrimination can 
be obtained. The fitness value for all the three scenarios are listed 
Table 1. 
 
 
Pseudo code  
 
Step 1: Choose the population size and number of iteration.  
Step 2: Generate randomly ‘n’ particles for gains and frequency 
biases with uniform probability over the optimized parameter search 
space [x

min
, x

max
], similarly generate initial velocities of all particles , 

 which is given by: ) 

Step 3: Run AGC model and calculate the fitness function for each 

particle (Equation18) at k
th 

iteration.  
Step 4: Calculate gbest value and pbest value.  
Step 5: Calculate fitness function at gbest and pbest solution.  
Step 6: Calculate AIWF (Equation 12), constriction factor 

(Equations 13-14) and z1, z2 (Equation 10).  
Step 7: Update velocity of each particle (Equation 15).  
Step 8: Based on updated velocities, each particle changes its 

position according to Equation (16).  
If particle infringes the position limit in any dimension, set its 

position at the proper limit.  
Step 9: If the last change of the best solution is greater  than  a  pre  
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Figure 4. Simulink model. 

 
 
 
specified number or the number of iteration reaches the maximum 
iteration, stop the process, otherwise go to Step 3.  

 
 
RESULTS AND DISCUSSION 
  
The three area control structure with GRC considering 
multi source generation has been simulated for 
restructured structure as shown in Figure 4. To 
demonstrate the robustness of proposed control strategy 
against parametric suspicions and contract variations, 
simulations are carried out for three scenarios of possible 
contracts under various operating conditions and large 
load demands. The plant parameters for three area 
deregulated power system is presented in Table 2. 
Performance of the proposed controller is compared with 
RCGA-PID (Demiroren and Zeynelgil, 2007) and ANN 
(Demiroren, 2001) controller. The parameters of the 
controllers are given in appendix (Table 3). 

Scenario1 poolco based transactions 
 
In this scenario, GENCOs participate only in the load 
following control of their areas. It is assumed that a large 
step load 0.1 pu is demanded by each DISCOs in areas 
1, 2 and 3 with GRC. The poolco based contracts 
between DISCOs and available GENCOs is simulated 
based on the following AGPM. The variations in tie line 
power flows and frequency is shown in Figures 5 and 6 
and the values are depicted in Tables 4 and 5. 
 
 
Scenario 2 combination of poolco and bilateral based 
transactions 
 
In this case, DISCOs have the freedom to contract with 
any of the GENCOs within or with other areas. All the 
GENCOS are participating in the AGC task as per the 
following AGPM. The discrepancies based on this



Shree and Kamaraj          531 
 
 
 
Table 2. Power system plant and control parameters. 
 

Area 1 Area 2 Area 3 

Thermal-Hydro-GAs Hydro-Thermal Thermal-Hydro 

GENCO-1 GENCO-2 GENCO-3 GENCO-1 GENCO-2 GENCO-1 GENCO-2 

Thermal Hydro Gas Thermal Hydro Thermal Gas 

Tg=0.06s Tg=0.2s Tg=0.049s T1=0.06s Tg=0.2s Tg=0.06s T1=0.049s 

Tt=0.3s Tt=0.55s Tt=0.2s T3=10.2s Tt=28.149s Tt=10.2s T3=1.1s 

R=0.3333Hz/p.u.MW Kr =0.3113 Kr =0.5 T2=0.3s R=.29633Hz/p.u.MW Kr =0.33 T2=0.2s 

Tr=10.2s  Tr=10.6 s  Tr=1.1s Tw =1s Kg=1  Tr=10s Tw =1.5s 

 R=0.32Hz/p.u.MW R=.33Hz/p.u.MW R=0.32Hz/p.u.MW Kt=1 R=0.2899Hz/p.u. 
MW 

R=0.3077Hz/p.u 
.MW 

Kg=1 Kg=1 Kg=1 Kg=1  Kg=1 Kg=1 

Kt=1 Kt=1 Kt=1 Kt=1  Kt=1 Kt=1 

Kp=20 Hz/ p.u. MW Tp=120s B=0.532p.u. MW/Hz  Prated=2000 MW 
(Nominal Load) Po= 1000 MW    f=60Hz   

Kp=20 Hz/ p.u. MW Tp=120s B=0.495p.u. 
MW/Hz     Prated=2000 MW       
(NominalLoad) Po= 1000 MW    f=60Hz 

Kp=20 Hz/ p.u. MW Tp=120s B=0.542 
p.u.MW/Hz  Prated=2000 MW                  
(Nominal Load) Po= 1000 MW    f=60Hz 

T12=T13=T23= 0.543 p.u/Hz 

 
 
 

Table 3. Controller parameter. 
 

Parameter RCGA HCPSO ANN 

Number of population 20 20 Number of hidden layers   10 

Number of Generation 200 200 1000 

 
Probability crossover -0.8 Wmax-0.6 Sampling interval-0.05s 

 
Mutation function taken as Gaussian Wmin0.1 Number of delayed inputs-2 

 
Fitness scaling function is Rank C1=C2=1.5 Number of delayed output-1 

 
 
 
transaction are shown in Figures 7 and 8 prevailing to 
frequency and tie line power deviations. 
 
 
Scenario 3 contract violation 
 
In this scenario, the DISCOs may violate the contracts by 
demanding more power than that specified in the contract. 
This excessive power is reflected as a located load of that 
area (un contracted demand).The AGPM of this case 
follows the scenario 2 and the un contracted loads for 
DISCO 1 in area1 is 0.018 p.u, DISCO 2 in area1 is 0.0230 
p.u, DISCO1 in area  is 0.3800 p.u, DISCO 1 in area 3 is 
0.0125 p.u, DISCO 2 in area3 0.0125 p.u. The purpose of 
this scenario is to test the effectiveness of the proposed 
controller against the uncertainties and sudden large load 
disturbances in the presence of GRC (Figures 9 and 10).  

The Table 6 demonstrates the comparison of GENCO 
power deviation for the three scenarios with theoretical 
and the simulated values by Equation (10). The deviation 
in tie line power flows for these possible contracts are 
presented in appendix. The results  thus obtained 

through simulation depicts that the proposed HCPSO- 
PID controller holds good performance as compared to 
RCGA-PID and ANN controller for all possible contracts 
and for wide range of load disturbances. 
 
 
Conclusions 
 
Multi source generation is universal for any real time grid 
in function. It is incredibly hard to   synchronize the various 
areas in a deregulated environment by means of frequency 
and tie line power flows. However, the conventional PID 
controller can be able to coordinate but with large overshoots 
and settling time. Hence soft computing techniques 
proposed for this AGC problem. The HCPSO-PID controller 
is proposed here for multi source generation system for a 
deregulated environment. This controller accomplishes 
consistency over tracking frequency and tie line power 
deviations for a wide range of load disturbances and system 
uncertainties. To prove its robustness the performance 
has been compared with RCGA-PID and ANN controller. 

The simulated result shows that the proposed controller  is 
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Fig.5. Frequency Deviation for scenario1 

4.2. Scenario 2 Combination of poolco and bilateral based transactions 
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Figure 5. Frequency deviation for scenario 1. 
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Figure 6. Tie line power deviation for scenario 1. 
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Table 4. Tie line power deviations. 
 

Controller Area 
Peak overshoots (MW) Peak Undershoot(MW) Settling time(secs) Computational 

time (secs) Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3 

HCPSO-PID 

1 0.120428 0.118588 0.141012 -0.00813 -0.05842 -0.10009 7 6 4 

0.45 2 0.094645 0.139323 0.19326 -0.00436 -0.00656 -0.02693 8 6 5 

2 0.000912 0.03702 0.052313 -0.21249 -0.25369 -0.30557 4 8 6 

            

RCGA-PID 

1 0.165357 0.126169 0.160866 -0.03485 -0.00822 -0.00821 14 20 18 

0.85 2 0.093712 0.111066 0.11627 -0.07594 0 0 15 21 18 

3 0.098728 0 0 -0.24801 -0.23711 -0.27666 11 19 19 

            

ANN 

1 0.164209 0.172452 0.208209 -0.01273 -0.01034 -0.01637 34 38 19 

0.23 2 0.093889 0.093077 0.090079 -0.0001 0 0 36 41 20 

3 0.000762 0 0 -0.19951 -0.22226 -0.24809 36 28 25 
 
 
 

Table 5. Frequency deviations. 
 

Controller Area 
Peak overshoots (Hz) Peak Undershoot (Hz) Settling time (secs) Computational 

time (secs) 
Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3 Scenario 1 Scenario 2 Scenario 3 

HCPSO-PID 

1 0.03352 0.083241 0.128561 -0.31716 -0.286 -0.34254 7 6 4 

0.45 2 0.06948 0.148039 0.221594 -0.35658 -0.28115 -0.37978 8 6 5 

2 0.12463 0.168112 0.228224 -0.57114 -0.56928 -0.70162 4 8 6 

            

RCGA-PID 

1 0.16183 0.193253 0.365623 -0.28816 -0.30916 -0.39173 14 20 18 

0.85 2 0.19515 0.296932 0.480645 -0.30682 -0.23067 -0.36772 15 21 18 

3 0.40514 0.341415 0.572651 -0.56879 -0.56651 -0.71862 11 19 19 

            

ANN 

1 0.16420 0.000799 0.017762 -0.01273 -0.47493 -0.63228 34 38 19 

0.23 2 0.09388 0.00333 0.018313 -0.00023 -0.58227 -0.75234 36 41 20 

3 0.00091 0.002363 0.028305 -0.19951 -0.67788 -0.85948 36 28 25 

 

 
 

most excellent for real time  application.  In  future,  alI techniques like ANFIS can be incorporated to get online coordination for the deregulated environment.
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Figure 7. Frequency deviation for scenario 2. 

 
 
 

 
 

Figure 8. Tie line power deviation for scenario 2. 
 
 
 

 
 
Figure 9. Frequency deviation for scenario 3. 

 
 

 

 
 
Figure 10. Tie line power deviation for scenario 3. 
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Table 6. Genco power deviations for 0.1 p.u. load disturbance. 
 

Genco power 
deviation 

Scenario 
Theoretica

l value 

Value obtained through Simulation Error Value 

RCGA HCPSO ANN RCGA HCPSO ANN 

Area 1 

GENCO 1 – 
Thermal 

1 0.055 0.055006 0.055005 0.055006 -6x10
-6

 -5 x10
-6
 -6x10

-6
 

2 0.065 0.065005 0.065005 0.065005 -4.9 x10
-6

 -4.6 x10
-6

 -4.9 x10
-6

 

3 0.085 0.085025 0.085008 0.085025 -2.5 x10
-5

 -8 x10
-5
 -2.5 x10

-5
 

GENCO 2 
Hydro 

1 0.075 0.074982 0.074983 0.074982 0.18 x10
-6

 0.17 x10
-6

 0.18 x10
-6

 

2 0.07 0.079996 0.079999 0.079996 -4.3 x10
-6

 -1 x10
-6
 -4.3 x10

-6
 

3 0.085 0.084994 0.084992 0.084994 6.1 x10
-6
 7.8 x10

-6
 6.1 x10

-6
 

GENCO 3 Gas 

1 0.07 0.070013 0.070014 0.070013 -1.3 x10
-5

 -1.4 x10
-5

 -1.3 x10
-5

 

2 0.08 0.079996 0.079999 0.079996 -4.3 x10
-6

 -1 x10
-6
 -4.3 x10

-6
 

3 0.095 0.095008 0.095001 0.095008 0.49 x10
-4

 -1.3 x10
-6

 0.49 x10
-4

 

     
 

  
 

Area 2 

GENCO 1  
Thermal 

1 0.055 0.049999 0.049999 0.049999 0.1 x10
-6
 0.1 x10

-6
 0.1 x10

-6
 

2 0.12 0.119999 0.119998 0.119999 1.1 x10
-6
 2.3 x10

-6
 1.1 x10

-6
 

3 0.144 0.143862 0.143998 0.143862 0.138 x10
-6

 2.3 x10
-6
 0.13x10

-6
 

GENCO 2  
Hydro 

1 0.05 0.050001 0.049994 0.050001 -1 x10
-6
 0.6 x10

-6
 -1 x10

-6
 

2 0.055 0.054998 0.055 0.054998 1.7 x10
-6
 2.5 x10

-6
 1.7 x10

-6
 

3 0.071 0.071028 0.071006 0.071028 -2.8 x10
-5

 -6.2 x10
-6

 -2.8 x10
-5

 

     
 

  
 

Area 3 

GENCO 1  
Thermal 

1 0.105 0.104981 0.105 0.104981 0.19 x10
-6

 -1 x10
-7
 0.19 x10

-6
 

2 0.065 0.064978 0.06497 0.064978 2.19 x10
-5

 0.3 x10
-5
 2.19 x10

-5
 

3 0.144 0.079403 0.079976 0.079403 0.597 x10
-6

 2.42 x10
-5

 0.59x10
-6

 

GENCO 2  
Gas 

1 0.095 0.095012 0.095002 0.095012 0.12 x10
-6

 0.2 x10
-6
 0.12 x10

-6
 

2 0.045 0.045028 0.045039 0.045028 -2.8 x10
-5

 -3.8 x10
-5

 -2.8 x10
-5

 

3 0.06 0.061845 0.06002 0.061845 -0.184 x10
-5
 -2 x10

-5
 -0.18 x10

-5
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Appendix 
 
Nomenclature 
 
i: Subscript referred to area,  
F: Area frequency,  
Ptie: Tie line power flow,  
PT: Turbine power, 
PV: Governor valve position,  
PC: Governor set point,  
ACE: Area control error,  
AGC: Automatic generation control,  
GRC: Generator rate constraint,  
DPM: DISCO participation matrix,  
AGPM: Augmented generation participation matrix,  
cpf:  Contract participation factor,  
gpf: Generation participation factor,  
KP: Subsystem equivalent gain constant,  
TP: Subsystem equivalent time constant,  
TT: Turbine time constant,  
TG: Governor time constant,  
R: Droop characteristic,  
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B: Frequency bias,  
FD: Frequency Deviation,  
ITAE: Integral time multiplied absolute error,  
Tij: Tie line synchronizing coefficient between areas i and 
j,  
Pd: Area load disturbance,  
PLji:  Contracted demand of DISCO j in area I,  
PULji: Un-contracted demand of DISCO j in area I,  
PM,ji: Power generation of GENCO j in area I,  
PLoc: Total local demand,  

: Area interface,  

: Scheduled power tie line power flow deviation. 
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We employed density functional theory (DFT) in order to study the electronic and magnetic properties 
of 1x1-MN/GaN (M = V, Cr, and Mn) multilayers, in the wurtzite-type hexagonal structure. The 
calculations were carried out using a method based on full-potential linearized augmented plane waves 
(FP-LAPW), employed exactly as implemented in Wien2k code. For the description of the electron-
electron interaction, generalized gradient approximation (GGA) was used. We found that the VN/GaN 
multilayers exhibited a half-metallic ferromagnetic behavior and all 1x1-MN/GaN (M = V, Cr and Mn) 
multilayers have magnetic properties with a magnetic moment of 2, 3 and 4 µβ per cell, respectively. 
Additionally, we found that the magnetic moment/cell multilayers increase linearly with an increase in 
the atomic number Z of the transition metal. Analysis of the density of states reveals that ferromagnetic 
behavior of the multilayers can be explained by the strong hybridization between states (V, Cr and Mn)-
d and N-pcrossing of the Fermi level. The magnetism in the multilayers essentially comes from the d 
orbitals of the atoms of V, Cr and Mn. 
 
Key words: DFT, 1x1-MN/GaN (M = V, Cr, and Mn) multilayers, structural and electronic properties. 

 
 
INTRODUCTION 
 
Gallium nitride, GaN, a semiconductor that crystallizes as 
wurtzite (Koide et al., 2005), is a material of great interest 
because of its wide potential application in technology, in 
light-emitting devices in the blue and near-ultraviolet 
ranges, diodes based on Schottky contact, and laser 
diodes (Nakamura, 1997; Morkoc et al., 1994). Its 
efficiency in blue, green, and yellow light-emitting emitting 
diodes, laser injection, and ultraviolet detectors is truly 

extraordinary (Steckl and Birkahn, 1998). The high value 
of the dielectric constant, high thermal conductivity, and 
favorable transport properties make it a good candidate 
for new applications in devices that must operate at high 
temperatures and in high-power electronic devices 
(Nakamura et al., 1994). In recent years, there has been 
great interest in the GaN compound, its alloys, and when 
doped with transition metal, due to their potential
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applications in diluted magnetic semiconductors (Dietl et 
al., 2000), as spin injectors, in magnetic memories, and in 
other spintronics applications (Zhang and Kuech, 1998; 
Dietl, 2002). At the same time, recent advances in 
techniques of the growth of materials and the ability to 
control the growth of semiconductor materials have 
opened the door to the manufacture of high-quality 
multilayers in different geometries and for different kinds 
of semiconductors. Rawat et al. (2009) demonstrated that 
it is possible to grow a multilayer of transition metal 
nitrides and GaN, despite the difference in the crystalline 
structures of NaCl, titanium nitride TiN, and GaN wurtzite. 
They grew a TiN/GaN multilayer using the reactive 
pulsed laser deposition technique (PLD), while Birch et 
al. (2006) grew a ScN/CrN multilayer epitaxially, using 
the magnetron sputerring technique. This fact shows that 
it is worthwhile to carry out theoretical studies of 1x1-
MN/GaN (M = V, Cr, and Mn) multilayers that will provide 
information on the structural, electronic, and magnetic 
properties of these multilayers and enable the design of 
new devices that will contribute to the development of 
current semiconductor technology. 
 
 
COMPUTATIONAL METHODS 
 

The calculations were carried out within the framework of density 

functional theory (DFT), and full potential augmented plane wave 
(FP-LAPW) was used as implemented in the Wien2k software 
package (Schwarz et al., 2010). The exchange and correlation 
effects of the electrons were dealt with using the generalized 
gradient approximation (GGA) of Perdew, Burke, and Ernzerhof 
(PBE) (Perdew et al., 1997). In the LAPW method, the cell is 
divided into two types of regions, namely spheres centered at the 
atomic nuclear sites and an interstitial region between non-

overlapping areas. Within the atomic spheres, wave functions are 
replaced by atomic functions, whereas in the interstitial region, the 
functions are expanded in the form of plane waves. The charge 
density and potential expand to form spherical harmonics up to lmax 
= 10 inside the atomic spheres, and the wave function in the 
interstitial region expands in the form of plane waves with a cutoff 
parameter RMTKmax = 8, where RMT is the smallest radius of the 
atomic level within the unit cell and Kmax is the magnitude of the 
largest k vector of the reciprocal lattice. To ensure convergence in 

the integration of the first Brillouin zone, 1600 points were used, 
which corresponds to 140 k-points at the irreducible part of the first 
Brillouin. The integrals over the Brillouin zone were solved using the 
special approximation of k points provided by Monkhorst and Pack 
(1976). Self-consistency was achieved by requiring that the 
convergence of the total energy be less than 10

-4
 Ry. To achieve 

expansion of the potential in the interstitial region, Gmax was 
considered to be = 12. The corresponding muffin-tin radii were 1.6 
bohr for N, 1.95 bohr for Ga, and 1.85 for V, Cr and Mn. 

Calculations were performed taking into consideration the spin 
polarization caused by the presence of V, Cr and Mn in the 
superlattice.  

To calculate the lattice constant, the minimum volume, the bulk 
modulus, and the cohesive energy of the two structures studied, 
calculations were fit to the Murnaghan equation of state 
(Murnaghan, 1944),Equation (1) 
 

 

                             (1) 
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Where B0 is the bulk modulus, its first derivative is B'0, V0 is the 
equilibrium volume of the cell, and E0 represents the cohesive 
energy. 

In other to study the relative stability of 1x1-MN/GaN (M = V, Cr, 
and Mn) multilayers in a 50-50 concentration, namely, x = 50% GaN 
molecules and x = 50% MN (M = V, Cr, and Mn) molecules, the 
energy of formation was calculated. For the ternary compound, the 
formation energy is defined as the difference between the total 
energy of the ternary phase M1-xGaxN and the total energy of the 
binary compounds in their ground state (more stable phase: fme) 

MN and GaN wurtzite, namely, 
fme

MNE and
wurtzita

GaNE , respectively. 

Therefore, the formation energy is given by Equation (2)(Zhang and 

Veprek, 2007; Sheng et al., 2008). 
 

 
1

1
x x

fme fme wurtzita

f M Ga N MN GaNE E x E xE


    
                       (2) 

 
The 1x1-MN/GaN multilayer were modeled according to special 
quasirandom structures approach (Zunger et al., 1990) and the 
disorder aspects were ignored. The 1x1-MN/GaN multilayer an 
hexagonal unit cell with alternating [0001] layers of MN (V, Cr and 

Mn) and GaN in conventional wurtzite structure was employed, as 
show in Figure 1. Where a and c are the lattice constants, u 

denotes the dimensionless parameter of the internal structure and 
the positions of the atoms are: for Ga or M (0,0,0), (1/3,2/3,1/2) and 
N (0,0,u), (1/3,2/3,u+1/2). 
 
 
RESULTS AND DISCUSSION 
 

Structural properties 
 

The multilayers were modeled in the wurtzite structure 
belonging to space group 156 (P3m1), interspersing a 
monolayer of GaN and one of MN (M = V, Cr and Mn) 
along the z axis. Figure 2 shows the energy as a function 
of the volume of 1x1- MN/GaN (M = V, Cr and Mn) 
multilayers. The calculated total energy was fit to 
Murnaghan's equation of state. It can be noted that each 
of the curves has a minimum energy value, and thus the 
crystallization phase of the multilayers is stable or 
metastable. 

The lattice constant, the c/a value, the bulk modulus 
(B0), the minimum volume (V0), the minimum energy (E0), 
the magnetic moment (μβ) per cell, and the energy of 
formation of 1x1-MN/GaN (M = V, Cr and Mn) multilayers 
are shown in Table 1. Table 2 shows the values of the 
structural parameters of the binary compounds VN, CrN, 
MnN and GaN, calculated and reported by other 
authors.The calculated lattice constant for each of the 
binary compounds accords well with values reported 
theoretically and experimentally, since it differs by less 
than one percent. The values of the bulk modules of the 
multilayers are higher, which confirms that they are quite 
rigid, making them good candidates for possible 
applications in devices operated at high temperature and 
high power, as well as hard coatings. On the other hand, 
despite the difference in the crystalline structure between 
VN NaCl, zinc blend of CrN, MnN, and GaN wurtzite, 
joining of the layers of the 1x1-MN/GaN (M = V, Cr and 
Mn) compounds  with  GaN  to   form  a   multilayer  does   
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Figure 1. Unit cell 1x1-MN/GaN (M = V, Cr and Mn) multilayers. 
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Figure 2. Total energyas a function ofvolume for 1x1-(a) VN/GaN, (b) CrN/GaN, (c) MnN/GaN multilayers. 

 
 
 

Table 1. Structural and magnetic parameters and the energy of formation ∆Ef of 1x1-MN/GaN (M = V, Cr and Mn) 

multilayers. 
 

Multilayer a0 (Å) c/a V0 (Å
3
) B0 (GPa) E0 (eV) µ (µβ ) ∆Ef (eV) 

VN/GaN 
3.227 

1.631 47.41 176.07 - 11.47 ̴ 2.0 + 0.621 
3.267

a
 

CrN/GaN 3.210 1.628 47.19 191.50 - 11.48 ̴ 3.0 + 0.461 

MnN/GaN 3.190 1.626 46.31 181.00 - 8.570 ̴ 4.0 + 0.403 

 
 
 
not change the GaN wurtzite structure, as seen in Table 
1 in the value of the lattice constant and the c/a value of 
the multilayers, which are very close to the value of the 
lattice constant and the c/a value of GaN in Table 2. 

In order to verify the relative stability of the multilayer, 
we calculated the energy of formation of each multilayer. 
For this purpose, we calculated the total energy E0  (Table 

2) of the binary compounds VN, CrN, MnN and GaN in 
their ground states. Table 1 shows the values of 
formation energy ∆Ef calculated using Equation 2. 

The energy of VN, CrN, MnN and GaN binary 
compounds in their ground state is negative, whereas, 
according to the results of Table 2, the value of the 
energy of formation of each multilayer is positive.  
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Table 2. Structural parameters of binary compounds VN, CrN, MnN and GaN in ground state.  
 

Binary a0 (Å) c/a B0 (GPa) E0 (eV) 

VN 

4.129  306.01 - 15.25 

4.127
b
 - 305.3

c
  

4.139
c
    

     

CrN 

4.148 - 211.15 - 14.95 

4.146
b
  204.15  

4.135
c
    

MnN 

 

4.271 - 291.5 - 9.524 

4.256
d
    

     

GaN 

3.222
 

1.629 184.50 - 8.933 

3.221
f
 1.631

f
 170.56

f
  

3.190
g 

 188.00
g
  

 

A (González et al., 2009) Theoretical, b (Liangcai et al., 2013) Theoretical, c (International center for 
diffraction data, 2007) Experimental, d (Suzuki et al., 2000) Experimental, e (Lukashev and Lambrecht, 

2004) Theoretical, f (Shultz and Thiemann, 1977) Theoretical, g (Arbouche et al., 2009) Experimental. 

 
 
 
Therefore, 1x1-MN/GaN (M = V, Cr and Mn) multilayers 
are metastable. This means that the multilayer cannot 
grow under equilibrium conditions, so in order to grow 
them, it is necessary to supply power to the system, as 
Rawat et al. (2009) did in order to grow a 1x1-TiN/GaN 
multilayer using the reactive pulsed laser deposition 
technique (PLD). These results for the energy of 
formation are important, because through knowing these 
values, growing conditions can be improved, and 
therefore 1x1- MN/GaN (M = V, Cr and Mn) multilayers of 
excellent quality can be grown. 

Table 1 shows that energy of formation of the 1x1-
MN/GaN (M = V, Cr and Mn) multilayer. The smallest 
value of the energy of formation corresponds to the 1x1-
MnN/GaN multilayer; therefore, it is the most 
energetically stable. 
 
 
Electronic properties 
 
Figure 3(a), (b) and (c) shows the calculated band 
structures of 1x1-MN/GaN (M = V, Cr and Mn) multilayers 
in their ferromagnetic state phase. Figure 4b and 4c 
shows that the 1x1-CrN/GaN and 1x1-MnN/GaN 
multilayers are not half-metallic behavior due valence and 
conduction bands cross the Fermi level, however 1x1-
VN/GaN multilayer is half-metallic and ferromagnetic, 
since in the valence band near the Fermi level the 
majority spin (spin-up) is metallic, and the minority spin 
(spin-down) is semiconducting. The 1x1-VN/GaN 
multilayer exhibit 100% polarization of the conduction 
carriers in the ground state, which is required in spin 
injection. This suggests that it can be used efficiently for 
injection of spin polarized charge carriers. 

Figure 4(a), (b) and (c) show the total density  of  states 

(TDOS) and partial density of states (PDOS) of the 
orbitals that more contribute near the Fermi level of 1x1-
MN/GaN (M = V, Cr, and Mn) multilayers in the ground 
state. The calculations were performed with spin 
polarization up and down. 

Figures 4a confirm the half-metallic and ferromagnetic 
nature of 1x1-VN/GaN multilayer, since the up-spin 
density is metallic, whereas the down-spin density is of 
semiconductor character, namely, the spin-up channel is 
completely occupied and the spin-down channel is 
completely empty. Whereas that 1x1-CrN/GaN and 1x1-
MnN/GaN have metallic behavior of the two spin 
channels. 

The 1x1-MN/GaN(M = V, Cr, and Mn) multilayers, have 
magnetic behavior with magnetic moments of 2, 3 and 4 
µβ respectively, is mainly determined by the orbitals (M = 
V, Cr, and Mn)-d, and to a lesser extent by the N-p 
orbitals that cross the Fermi level. However, as seen in 
Figure 4, the contribution of the N-p (up-spin) orbital near 
the Fermi level increases with the increase in the atomic 
number Z of the transition metal in the multilayer, the 
contribution of orbital N-p being lower in the VN/GaN and 
higher in the CrN/GaN multilayer. Additionally, according 
to the theory by Jhi et al. (1999), the hybridization of the 
metallic states (M = V, Cr, and Mn)-d and nonmetallic 
electrons N- p that cross the Fermi level results in a 
strong covalent bond, which is responsible for the high 
degree of stiffness of the multilayer. 

Figure 5 shows the variation of the magnetic moment 
as a function of the atomic number of the transition metal 
present in the1x1-MN/GaN (M = V, Cr, and Mn) 
multilayer, with Z = 23, 24 and 25 respectively. It can be 
observed that the magnetic moment increases linearly 
with an increase in the atomic number. 

This  increase  in  the   magnetic   moment   value   can  
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Figure 3. Band structure (a) 1x1-VN/GaN, (b) 1x1-CrN/GaN and (c) 1x1-MnN/GaN. 

 
 
 
understood as follows: the magnetic moments of 2, 3 and 
4 µβ  are due V

3+
, Cr

3+
 and Mn

3+
 configuration, 

respectively; with electronic configurations V
3+ 

=:[Ar]3d
2
, 

Cr
3+ 

=:[Ar]3d
3
 and Mn

3+ 
=:[Ar]3d

4
; because, when the V, 

Cr and Mn atoms are in the multilayer each atom gives 
three electrons. Then, the V atom remain two valence 
electrons, Cr atoms three and Mn atom four valence 
electrons (configurations d

2
, d

3
 and d

4
, respectively). This 

valence electrons couple ferromagnetically, as result the 
two  electrons  produce  a  total  magnetic  moment  of   2 

μβ/atom-V, the three electrons produce a total magnetic 
moment of 3 μβ/atom-Cr and the four electrons produce a 
total magnetic moment of 4 μβ/atom-Mn. 
 
 
Conclusions 
 
We reported first principles calculations to determine the 
structural, electronic, and magnetic properties of a 1x1-
MN/GaN (M = V, Cr, and Mn)  multilayer.  The  calculated  
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Figure 4. Total and partial density of states of 1x1 (a) VN/GaN, (b) CrN/GaN, (c) MnN/GaN multilayers. 
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Figure 5. Magnetic moment as a function of the atomic number of the 
transition metal present in the1x1-MN/GaN (M = V, Cr, and Mn) 
multilayer. The line is a visual guide. 
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values of the bulk modules were quite high; therefore, the 
multilayers are quite rigid, which makes them attractive 
for potential applications at high temperatures and for 
hard coatings. Also, we found that the magnetic moment 
increases linearly with an increase in the atomic number 
of the transition metal present in the multilayer. On the 
basis of the density of states, we found that the multilayer 
exhibits a half metallic behavior, due to the orbital M-d(M 
= V, Cr, andMn) andN-p that cross the Fermi level in 
each corresponding multilayer. Finally, we found that 
1x1-MN/GaN (M = V, Cr, and Mn) multilayers exhibit 
magnetic properties with magnetic moments 2, 3 and 4 
µβ, respectively. These properties show that multilayers 
are good candidates for possible applications in diluted 
magnetic semiconductors, spin injectors, and other 
spintronics applications. 
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Photooxidative processes that lead to chain scission and chain linking in polymers play an important 
role in polymer degradation. These processes are induced by both ultraviolet (UV) and visible light 
absorption. The capability of these radiations to be absorbed depends on the existence of 
chromophores in the polymeric material. Assessment of photodegradation data obtained from a 
polymer material processed in a conventional manner is of more practical use than extrapolation of 
data obtained from pure resin. This study reports on the absorption of ultraviolet-light by 
conventionally processed polyethylene (PE) films. The PE film samples were submitted to UV from 
fluorescent lamps at 20°C and relative humidity 40% for two hours. Transmission, reflection and 
emission spectra, from which absorption was inferred, were obtained with anoptical spectrum analyzer. 
The study also reports the natural degradation under solar action of these PE films for a period of up to 
150 days. Degradation was analyzed by change of the storage modulus using a dynamic mechanical 
analyzer instrument. Evidence of chromophoric sites was inferred from the absorption of UV light in the 
range 250 to 400 nm. However, the UV absorption was low in this range. The drop of storage modulus 
up to 150 days, averaged for the range (50 to 98°C), fit well a hypothetical polynomial of order two.  
 
Key words: Polyethylene, ultraviolet absorption, degradation, chromophores, storage modulus. 

 
 
INTRODUCTION  
 
Ultraviolet radiation (UV) with wavelength ranging from 
200 to 400 nm, initiates oxidation degradative processes 
and is therefore responsible for the discoloration, 
weathering and loss of gloss and mechanical properties 
(cracking) of polymeric materials (Shah et al., 2008; 
Singh and Sharma, 2008; Salem, 2001). The 
physiochemical   changes   which   occur   during   photo-

oxidative reactions are characterized by an increase in 
the concentration of oxygen-containing groups, such as 
peroxides and hydroperoxides, and also ketonic carbonyl 
groups (Choon et al., 2004; Wiles and Scott, 2006; 
Massey et al., 2007). These peroxides chemically attack 
the bonds in the polymer molecules, reducing the 
molecular chain  lengths  to  a  level  where  they  can  be
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Table 1: Dissociation Energies of Various Bonds (Schnabel, 1981). 
 

Bond Dissociation Energy (kJ/mol) Corresponding wavelength λ (nm) 

O - O 213 562 

C – Cl 326 367 

C – C 351 341 

C – N 330 363 

N – H 339 353 

C – O 372 321 

C – H 393 304 

C = C 502 238 

O - H 426 281 

 
 
 
consumed by microorganisms (Wiles and Scott, 2006; 
Mahmood and Reza, 2004; Orhan et al., 2004). Changes 
in the mechanical properties of polyethylene are 
attributed to cross linking and chain scission processes 
occurring during photo-oxidation of the material (Ngunyen 
et al., 2000). The formation of chemical functional groups 
in polyolefins and their role in polymer chain-breaking has 
been reported. These studies showed that the 
degradative process starts with free radical formation 
followed by repeated oxidization and hydroperoxides 
formation which leads to polymer chain breakages (Singh 
and Sharma, 2008; Wiles and Scott, 2006). For instance, 
it was found that alkyl radicals e.g. (-CH2- *CH- CH3) may 
be formed in low density polyethylene (LDPE) films 
during UV-irradiation (Sarathi et al., 2003). Formation of 
oxy-radicals and chain scission is more likely for lower 
wavelengths (higher energy) but also possible for 
wavelengths greater than 300 nm (Corrales et al., 2001; 
Basfar and Ali, 2006). Thus, UV radiation energy effects 
are evident when there is a probability of its absorption. 
The energy is related to wavelength by the simple 
formula: 

 

   

  
Where h is Planks constant, c is the speed of light and λ 
is thewavelength of the radiation. This gives the energy of 
one photon. Multiplying by Avogadro’s number gives the 
energy for a mole of photons.  The average bond energy 
of the carbon-carbon bond along a polymer backbone is 
351 kJ/mol (Ranby and Rabek, 1975). Therefore, using 
the equation for energy and considering one mole of 
photons, 341 nm becomes the threshold wavelength 
where the energy is sufficient to cause chain scission of 
the C-C backbone. Any wavelength that is below 340 nm 
is capable of causing main chain backbone breakages. 
Table 1 gives the bond dissociation energies of various 
bonds of interest in polymers and the corresponding 
wavelengths that can cause scission. 

However, most polymers containing C-C, C-H, C-O, C-
N or C-Cl bonds have been reported to require a 

wavelength below 190 nm for appreciable formation of 
free radicals and subsequent photolysis (Hrdlovic, 2000).  
This is most likely due to steric effects of nearby chains, 
which assist in holding the bonds together by the close 
packing in a solid polymer, thus decreasing the rate of 
free radical formation (Hrdlovic, 2000). The portion of the 
sunlight-spectrum that reaches the earth’s surface is 
limited. Most of the higher energy X-rays, gamma rays, 
and cosmic rays never make it through the atmosphere 
due to their absorption by ozone, leaving only UV, visible, 
and infra red (IR) rays. Ozone absorption even takes care 
of the highest energy UV radiation, blocking radiation 
below 290 nm. The solar energy that reaches the surface 
is limited to the wavelength range 290 to 2450 nm. The 
total radiant solar energy consists of (in order of 
increasing energy): 37.8% IR (800-2450 nm), 55.4% 
visible light (400-800 nm), and 6.8% UV light (290-400 nm) 
(Ranby and Rabek, 1975). Polyethylene free from 
impurities and defects is, therefore, expected to not be 
susceptible to degradation under natural solar radiation 
since sufficiently low wavelengths do not make it to the 
earths surface. Ultraviolet-absorbing impurities 
(chromophores) in a polymer are what enable photolysis 
with wavelengths greater than 290 nm (Hrdlovic, 2000; 
Kroschwitz, 1990). Thus photodegradation (either 
photolysis or photo-oxidation) of a material is determined 
by the absorption characteristics of radiation in that 
material (Ngunyen et al., 2002). Polymeric materials are 
often manufactured using extrusion, injection molding, or 
extrusion blowing. The processing of polymers using heat 
and high shear to produce useful end products introduces 
impurities and reaction products that make them 
susceptible to UV radiation absorption and damage 
(Gowariker et al., 1988; Kroschwitz 1990; Global, 2008). 
Example of such impurities includes peroxides and 
hydroperoxides that are always formed during processing 
(Billingham et al., 2009; Gugumus, 2005; Kulikov and 
Hornung, 2004). Physical surface defects, e.g.fractures 
and fissures, are also known to occur during manufacture 
(Kulikov and Hornung, 2004; Migler et al., 2002). As a 
result of these complications, the extrapolation of 
research  findings  on  UV-induced  degradation  of   pure  



 
 
 
 
polymer resins to compounded and processed products 
of the same polymeris often unreliable. UV absorption 
data and degradation data generated on the actual polymer 
formulation used in practice, processed in a conventional 
manner, is most useful for assessment of the potential of 
photodegradation of that product in application. 

Several methods can be used to determine the 
presence of UV absorbing chromophoric sites, including 
UV andFourier transform infrared (FTIR) spectroscopy, 
among others. These methods rely on the knowledge of 
the functional groups or compounds that correspond to 
given absorption bands. In this study, an Optical 
Spectrum Analyzer (OSA Spectro 320) by Instrument 
Systems, Germany was used; itis a useful tool that gives 
spectral analysis emission, transmission and reflection 
spectra. These spectra carry information that directly 
infers absorbance of any radiation between 200nm and 
880nm by samples of different materials. The OSA was 
used to measure the transmission and reflection of UV 
radiation by thepolyethylene. Absorption of UV by these 
PE films is discussed. Degradation analysis of 
conventionally processed PE films, processed by film 
extrusion, was done using dynamic mechanical analysis 
witha DMA 2980 from TA Instruments, USA. The DMA 
was used to analyze the temperature dependence of the 
mechanical behavior (viscoelasticity) of the films. 
Viscoelasticity is prominent behaviour in polymers 
(Sperling, 2006) and it means that mechanical properties, 
like stiffness, are time dependent and, therefore, stress 
dependent. Change inviscoelasticity, and hence 
mechanical properties, depict a change in the inner 
structure of the material. 
 
 
MATERIALS AND METHODS 
 
Commercial 30 µm thick low density polyethylene films processed 
by blown film extrusion from two Kenyan companies, PIL and 
StyroplastKenya Ltd were used as they were received from the 
supplier. For the purposes of this study the samples were 
manufactured without any additives, in a similar manner as those 
that were in Kenyan market for single short time use-and latter 
banned by the government.  
 
 
Emission, transmission and reflection measurements 
 
Samples were cut into 70 x 40 mm sizes for UV transmission and 
reflection measurements. The UV-irradiation was obtained from UV 
mercury fluorescent lamps emitting light in the region from 250 to 
400 nm. The temperature of the samples during the UV 
transmission and reflection measurements was maintained at 20°C 
and the relative humidity was 40%.  Emission of the mercury 
fluorescent lamps and the intensity, transmission and reflection by 
the films, as a function of wavelength, were measured using an 
OSA aided by SpecWin software (both from Instrument Systems, 
Germany).  
 
 
Sunlight exposure 

 
To  investigate   degradation   due   to   solar    radiation    and    the  
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environment, fresh untreated samples obtained from the same film 
as those which optical properties were tested, were exposed to 
natural conditions at Egerton University for a period of 150 days 
between May and September, 2011. The samples were clipped on 
stiff cardboards and elevated from the ground facing upward to the 
sun that is, inclined at 0° with respect to the horizontal.  The 
cardboards were cut to form a rectangular frame, and the samples 
loosely clipped at the hollow center portion of the frames, to ensure 
that the largest portion of the sample was not in contact with the 
cardboard. Dynamic mechanical analysis was done on smaller 
samples cut out from the center of the exposed bigger sampleson 
the 70

th
 and 150

th
 days.   

 

 
Mechanical analysis  

 
Measurements were carried out on the DMA model 2980 using the 
Tension Film clamp. After exposure rectangular strips of 
dimensions 30 x 5 mm were prepared by carefully cutting them out 
of the parent exposed sample longitudinally along the extrusion 
direction. For the purpose of analyzing degradation, the storage 
modulus was chosen. The storage moduli values were determined 

at a frequency of 2 Hz, amplitude of 50 µm and an oscillating force 
of 0.01 N. The scan temperatures were from room temperature (25 
to 100°C) but the 50 to 100°C range was chosen for analysis. To 
ensure data quality, calibration of the DMA instrument using 
standard samples supplied with the instrument preceded any 
measurement done. Control samples (undegraded) were tested for 
their storage modulus, loss modulus and loss factor, however, only 
storage modulus was used in the analysis of the data. These 
measurements were used as a reference for the subsequent 

measurements of aged /treated samples.  

 
 
RESULTS AND DISCUSSION  
 

UV, reflection and transmission  
 

Emission of the employed mercury lampin the ranges 200 
to 300 nm and 300 to 400 nm was determined. This is 
shown in Figures 1 and 2, respectively. The lamps 
emitted with a number of peaks as shown in the figures 
with the highest peaks at 242 nm with an irradiance of 
0.0475% W/m

2
 and at 360 nm with an irradiance of 

3.8590 W/m
2
.The solar UV reaching the earth’s surface is 

between 290 to 400 nm with a maximum peak of 0.5 
W/m

2
/nm at 375 nm measured at sea level. The units of 

this solar irradiance is given here as spectral irradiance 
that is, irradiance per unit wavelength. Comparably, the 
integrated mercury lamp emission in the range of 300 to 
400 nm was approximately 10 times the  UV  available  at 
the earths surface (> 290 nm). The effects of the mercury 
lamp irradiation therefore, are expected to be different 
from that of the sun. This study reports on the UV 
absorption and effects of the sun on the reduction of the 
storage modulus. Smaller wavelengths, less than 290 
nm, do not penetrate the ozone layer (Ranby and Rabek, 
1975). These smaller wavelengths are energetic enough 
to cause direct photolysis when incident on a polymeric 
material. Radiation above 290 nm is responsible 
forinitiation of peroxidization of the polymer (Dilara and 
Briassoulis, 2000). As a result natural polymer 
degradation  follows  the  peroxidation  route  rather  than
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Figure 1. Emission Spectral analysis at the range (200 -300) nm. 

 
 
 

 
 

Figure 2. Emission Spectral analysis of lines between (300-400) nm. 

 
 
 
direct photolysis. 

As shown in Figure 3 the reflection of the UV radiation 
by the 30 µm PE film within the range (200-300) nm was 
generally below 20%, except at 274, 208, 232 and 292 
nm with highest peaks of 70 and 100% at 274 and 292 
nm respectively. These percentages for the reflection and 
transmission are read in reference to the 100% reflection 
and transmission reference lines respectively, e.g. light 
reflection of 20% is read as 120% from the spectral 
graph.  This  low  reflection  suggests  that  most   of   the 

radiation actually entered the material film either for 
absorption or transmission. Reflection of the UV radiation 
by the 30 µm PE film within the range 300 to 400 nm is 
shown in Figure 4. Reflection peakedat 311, 314, 358 
and at 375 nm.  

In the (200-300) nm range transmission waslower than 
20% except at 243, 228 and 237 nm where transmission 
was above 30%, peaking at 243 nm with above 80% as 
shown in Figure 5. 

Given that the reflection in this range 200 to 300 nm  as
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Figure 3. UV Reflection by 30 µm PE film at 200-300 nm range. 

 
 
 

 
 
Figure 4. UV Reflection by 30 µm PE film at 300-400 nm range. 

 
 
 
shown in Figure 3 was generally low, it suggests that the 
samples absorbed this UV. The transmission spectrum 
shown in Figure 6 has absorption of less than 20% in the 
(300 to 325) nm, (328 to 360) nm and (378 to 394) nm 
ranges  except  at  349 and 359 nm  with   slightly   above 

20%. There also existed transmission peaks at 327 nm, 
five between 358 and 376) nm, the highest at 363 nm 
with transmission of almost 80% and a single line near 
397 nm. It also shows a transmission of less than 20% of 
wavelengths between 330 and 345 nm. This could be the  
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Figure 5. UV Transmission within 200 to 300 nm range. 

 
 
 

 
 
Figure 6. UV Transmission of 30 microns sample at the range 300 to 400 nm 

 
 
 
emission spectra or fluorescence spectra of LDPE which 
is normally at 330 to 345 nm (Konar and Ghosh, 1989; 
Teyssedre et al., 2005)

. 
There was no emission of UV 

between 300 and 310 nm as shown in Figure 2 (except at 
306 nm of 20%) and hence the same wavelengths show 
missing reflection and transmission in Figures 4 and 6 

respectively. The low reflectivity within the 318 to 358 nm 
region in Figure 4 where the transmission was also lower 
than 20%, except at 326 nm, as shown in Figure 6 
suggests that the radiation was absorbed. This 
absorption may correspond to the excitation spectra of 
LDPE (Konar and Ghosh, 1989).   
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Figure 7. UV Absorption in the range (200 to 300) nm. 

 
 
 

 
 

Figure 8. UV Absorption in the range (300 to 400) nm 

 
 
 
UV absorption  
 
Using the simple formula, A =1-(T+R) where A = 
percentage absorption, T = percentage transmission and 
R = percentage reflection of the incident UV and in  Excel 

program, the UV absorption spectra were obtained as a 
percentage of incident UV. Figures 7 and 8 shows the 
absorption percentages in the ranges (200 to 300) nm 
and (300 to 400) nm respectively, in reference to the 
100% line. Absorption  was  generally  low,  especially  at 



552          Int. J. Phys. Sci. 
 
 
 

Table 2. UV absorption of 30% and above 
 

Wavelenght (nm) Absorption % Wavelenght (nm) Absorption % 

317 30 222 41 

282 32 398 42 

249 33 283 43 

300 33 223 50 

347 33 399 51 

372 33 381 59 

260 34 376 61 

304 36 338 62 

360 40 354 62 

211 41 392 62 

  216 89 

 
 
 

 

 

 

 Temperature (°C)  
 
Figure 9. DMA plot of 30 µm PE sample, showing storage and loss modulus and damping 

factor. The values of the storage and loss modulus and shape of the damping factor curve as 
expected suggests that the sample measurements are made at the rubbery plateau of the 
polymeric material.  

 
 
 
low wavelengths, with absorption peak values above 30% 
shown in Table 2. These low wavelengths (below 300 
nm) were given low attention since degradation of 
polyethylene is known to be caused by absorption of UV 
by various internal or external impurities, usually photo-
absorbing chromophores rather than direct photolysis. 
These chromophores absorb UV at or above 290 nm 
(Gijsman and Dozeman, 1996). Many wavelengths that 
had absorption above 30% were in the range (300 to 
400) nm.  Normally, the chain scission quantum efficiency 
of solid polymers is low (Ngunyen et al., 2002), meaning 
that for substantive degradative process to be initiated, 
the presence of a high number of incident photons is 
needed. 

Dynamic mechanical analysis 
 

Figure 9 shows the storage modulus, loss modulus and 
loss factor taken before any treatment. Samples from 
both companies showed no difference in their properties. 
For the special case of unconstrained uniaxial tension, 
the stiffness k of a sample is given by: 
 

 
 

Where A- Cross sectional area, E- Modulus, L- Length  of 
the sample. The slow drop of modulus confirms that the 
polymer is within the rubbery  plateau.  Figure  10  shows
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Temperature (°C)  
 
Figure 10. Reduction of storage modulus of a 30 μm PE film at 0 days (control) and after 70 and 150 days 

exposure to natural environment in Egerton University, Njoro. 

 
 
 

 
 
Figure 11. Decrease in storage modulus, with a hypothetical fitted trend. 

 
 

 
the change of storage modulus as the films were 
exposed to sunlight for75 and 150 days. Before any 
treatment the storage modulus measured is shown in 
Figure 10 as the control, after 70 and 150 days the 
storage modulus curves measured had the same 
gradient but displaced downwards indicating that 
exposure to sunlight led to drop in storage modulus. The 
storage modulus is proportional to the peak energy 
stored  per  cycle  in  the sample; hence a measure of its 
viscoelasticity. Chain breakages (degradation) are 
associated with adecrease in energy storage capacity 
during a strain and this is recorded in a decrease of 
storage modulus (Choon et al., 2004). This loss of 
storage modulus and hence viscosity of a material, 
makes the material brittle with  subsequent  breakage  on 

application of external force (Xie and Huilin, 2007). 

Studies done earlier shows that the action of sunlight on 
LDPE films begins with photo-oxidation of the outer 
layers, which after direct contact with atmospheric oxygen 
this oxidation can proceed rapidly through radical chain 
oxidation reactions. The inner layers which cannot be 
reached by atmospheric oxygen degrade slowly through 
photo-reactions of peroxy radicals. In addition this photo-
degradation is known to start at the amorphous region of 
the polymeric material (Dilara and Briassoulis, 2000). 

The drop of storage modulus averaged for the range 
(50 to 98°C), fits a hypothetical polynomial of order two 
fairly well as shown in Figure 11. This implies that the 
polymer take much time to degrade to low modulus 
values. Our results are consistent with other  studies  that  
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reports aging of polymers showing non-Arrhenius 
behavior of polymeric materials (Gillen et al., 2005; 
Celina et al., 2005). 
 
 
CONCLUSION AND RECOMMENDATIONS  
 
The UV absorption by the PE films used in this study was 
below 62% except at 216 nm where absorption is 89%. 
This suggests existence of a concentration of 
chromophoric sites such as C=C, C=O and C-O bonds 
which are known to absorb within these wavelengths 
ranges and initiates photo-degradation. Other 
concentrations possible could be hydroxyls, carbonyl, 
carboxyl, ketonic compounds or amino groups as 
chromophores and catalyst residues containing Ti, Al and 
Cl (Gijsman et al., 1999). These initiators of photo-
degradation can be introduced to the polymer during 
manufacture (that is, polymerization) and during 
processing (that is, extrusion). As expected therefore, 
these PE films were relatively unstable to sunlight as 
shown by the reduction of the storage modulus, but the 
degradation is slow as compared to biodegradation. For 
applications in horticulture (e.g. for green houses), use of 
stabilizers e.g. UV absorbers, Ni quenchers and hindered 
amine light stabilizers (HALS), as it has been done (Khan 
and Hamid, 1995; Gijsman and Dozeman, 1996; Dilara 
and Briassoulis, 2000), is encouraged. For short term 
consumers e.g. food packaging, fast degradation can be 
encouraged by addition of chromophores capable of near 
visible radiation absorption. In other words, different 
degrees of degradation in the PE can be induced 
depending on the use of the material, expected route of 
disposal and possibility of re-use. This absorption should 
however be able to ignite degradation and quick 
fragmentation of these products that ends in landfills. 
This could be one way of reducing pollution menace 
created by the high use of PE for short-term uses in 
places where collection for recycling is not possible.  
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